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Abstract—Learning tasks such as classification and clustering usually perform better and cost less (time and space) on compressed representations rather than on the original data. Previous works mainly compress data via dimension reduction. In this paper, we propose “double shrinking” to compress image data on both dimensionality and cardinality via building either sparse low dimensional representations or a sparse projection matrix for dimension reduction. We formulate double shrinking model (DSM) as an $\ell_1$ regularized variance maximization with constraint $\|z\|_2 = 1$, and develop double shrinking algorithm (DSA) to optimize DSM. DSA is a path-following algorithm that can build the whole solution path of locally optimal solutions of different sparse levels. Each solution on the path is the “warm start” for searching the next sparser one. In each iterate of DSA, the direction, the step size and the Lagrangian multiplier are deduced from the Karush-Kuhn-Tucker (KKT) conditions. The magnitudes of trivial variables are shrunk and the importances of critical variables are simultaneously augmented along the selected direction with the determined step length. Double shrinking can be applied to manifold learning and feature selection for better interpretation of features, and can be combined with classification and clustering to boost their performance. The experimental results suggest that double shrinking produces efficient and effective data compression.
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I. INTRODUCTION

SPARSEITY has been widely exploited to compress information, obtain efficient coding of massive data and select important features. In signal processing, compressed sensing [1][2][3][4][5] has proved that a sparse signal can be exactly recovered from the output of its random projections. In statistics, lasso [6] and other $\ell_1$ regularized regression models [7][8][9][4] are proposed to select important variables for building a parsimonious prediction model of a response. The success of sparsity and the $\ell_1$ regularization for various applications is supported by various facts. For example, images often have sparse representations [9] after specific transformations such as cosine transform (DCT) and multi-scale geometric analysis (MGA) [10]; and many types of data, such as face images and non-coding RNAs, are usually obtained in the form of redundant features yet insufficient samples.

Dimension reduction has been broadly applied to machine learning for compressing image data and preserving important information in the low-dimensional subspace. For example, principal components analysis (PCA) [11][12] maximizes the mutual information between the original high-dimensional Gaussian distributed samples and the projected low-dimensional samples. Fisher’s linear discriminant analysis (FLDA) [13] retains the discriminative information by maximizing the between-class scatter and minimizing the within-class scatter. Manifold learning algorithms [14][15] preserve the important geometric structure of images. In order to reduce the computational complexity and improve the performance, learning tasks such as classification [16] and clustering are usually conducted on the dimensionality reduced subspace instead of the original high dimensional space. Dimensionality reduction using feature selection has been formally shown to be important and effective in high dimensional classification in [17], who characterized the impact of dimensionality on classification and proposed the FAIR method for high-dimensional classification.

Compressed sensing compresses images by exploiting their sparsity. Dimension reduction compresses images by preserving the important informations. In this paper, we seamlessly integrate them together in a sparse learning framework “double shrinking” that compresses image data on both dimensionality and cardinality. To retain preferred information underlain in the high dimensional and dense features, it either directly compresses the data to low dimensional and sparse representations or finds a low dimensional and sparse projection matrix to obtain low dimensional approximations. Our experimental results suggest that each case has its own advantages on different applications. The sparse representation reduces the space cost and offers explicit interpretations to new coordinates. Moreover, sparse representations of samples in the same class or cluster tend to share the same support set, and thus the subsequent classification and clustering can be improved. The sparse projection matrix for linear dimension reduction saves the time cost of projection and provides explicit interpretations to selected features. Our experimental results suggest that double shrinking can produce competitive performance in many learning tasks comparing with dimension reduction algorithms that we are aware of.

A. Double shrinking model

In this paper, we formulate double shrinking model (DSM) by introducing the $\ell_1$ regularization to the conventional dimension reduction problem. Thus DSM can be
written as
\[
\min_x x^T P x + \mu \|x\|_1 \quad \text{s.t.} \quad x^T x = 1,
\]
where \(x^T P x\) refers to the conventional manifold embedding. This \(P\) is borrowed from [18] to retain important information for different applications and includes popular dimension reduction algorithms as special cases, such as locally linear embedding (LLE) [14], ISOMAP [15], Hessian eigenmaps [19], Laplacian eigenmaps [20], and their respective linear approximations [21]. For example, if \(P\) is the normalized graph Laplacian \(L = I - D^{-1/2} W D^{-1/2}\) [22], wherein \(W\) is the adjacency matrix and \(D\) is the degree matrix, the solution \(x\) is the low dimensional and sparse representation. If \(P\) is \(X^T L X\), wherein \(X\) is the data matrix and \(L\) is the normalized graph Laplacian, the solution \(x\) is the sparse projection matrix and the corresponding low dimensional representation is \(X x\). The sparsity of the representation or the projection matrix is due to the \(l_1\) regularization in (1). Sparse eigenvalue maximization problem can be equivalently transformed to the sparse eigenvalue minimization problem (1) by changing the object from maximizing \(x^T P x - \mu \|x\|_1\) to minimizing \(x^T (-P) x + \mu \|x\|_1\).

DSM provides the first explanation of “double shrinking”, i.e., compressing data or finding a projection matrix by simultaneously shrinking dimensionality and cardinality. Most optimization problems solved by existing sparse PCA methods are relaxations of DSM or have similar forms with DSM. However, DSM is characteristic in its equality constraint \(x^T x = 1\).

**B. Previous works**

Compared with existing works, the main challenge for optimizing DSM comes from the simultaneous appearance of the \(l_1\) regularization and the equality constraint \(x^T x = 1\). Although either of them has been independently tackled in special optimization algorithms, such as *lasso* [6] and PCA [11], the direct optimization without relaxations for a problem simultaneously containing both is rarely found.

Since the \(l_1\) norm is not differentiable, most of the frequently used optimization methods are not applicable to the \(l_1\) regularized problems. In compressed sensing and statistics, various algorithms have been developed to address the \(l_1\) regularized least square regression or the \(l_1\) norm minimization with a measurement constraint. Popular algorithms can be classified into the following four groups.

1) Greedy algorithms: Orthogonal matching pursuit (OMP) [23] and compressive sampling matching pursuit (CoSaMP) [24] sequentially select important variables by using the greedy search. The sparse solution for the compressed sensing problem is obtained by optimizing the selected variables.

2) Convex optimization based algorithms: Basis pursuit [25] doubles variables in the \(l_1\) norm minimization and then the \(l_1\) norm is replaced by the sum of all the variables. Thus the objective becomes differentiable and the problem can be solved by linear programming. NESTA [26] adopts Nesterov’s method [27] to minimize the smoothed approximation of the \(l_1\) norm and converges at rate \(O(1/k^2)\). An interior point algorithm based on the preconditioned conjugate gradient method is applied in [28] for solving the large scale compressed sensing problem. Coordinate gradient descent [29] and gradient projection [30] also have been introduced to the compressed sensing problem.

3) Iterative thresholding algorithms, e.g., message passing [31], iterative splitting and thresholding (IST) [32] and iterated hard shrinking [33], conduct soft or hard thresholding on the solution at each iteration round and finally obtain the sparse solution;

4) Fixed point method based algorithms: Bregman iterative algorithm [34], fixed point continuation [35] and iteratively re-weighted least squares (IRLS) [36] derive a fixed-point equation from the optimality condition of the compressed sensing problem. They can yield accurate sparse solution within a small number of iteration rounds.

However, pure greedy algorithms hardly ensure the optimality of DSM. The additional equality constraint \(x^T x = 1\) in DSM makes the existing convex relaxation methods of the \(l_1\) regularized optimization invalid. Furthermore, the iterative thresholding algorithms and the fixed point method based algorithms have to change the \(l_2\) norm of the solution in each iteration round and thus violates the equality constraint \(x^T x = 1\) in DSM. In sum, most of the optimization methods for optimizing the \(l_1\) regularized problem cannot be directly applied to DSM.

The problems solved by existing sparse PCA algorithms are similar to DSM. Most sparse PCA methods find sparse principal components (PCs) with large explained variance by solving two kinds of optimization: 1) sparsity constrained/regularized regression-type problem with an inequality constraint \(x^T x \leq 1\) or normalization of the obtained \(x\), e.g., Sparse PCA (SPCA) [37], sPCArSVD [38]; 2) sparsity constrained/regularized SDP that maximizes the explained variance of sparse PC with an inequality constraint \(x^T x \leq 1\), e.g., DSPCA [39], Path SPCA [40] and SPC in PMD [41]. Greedy method is also applied to sparse PCA in [42]. However, they cannot directly solve DSM.

In summary, it is essential to develop an effective and efficient algorithm to directly optimize DSM.

**C. Main contribution**

The main challenge for solving DSM comes from the \(l_1\) regularization and the equality constraint \(x^T x = 1\). In this paper, we propose DSA that builds a solution path for DSM from the dense solution to sparse ones. Each solution on the path is local optimal with respect to its associated regularization parameter. DSA starts from a point on the path and two initial sets of critical variables and trivial ones, respectively. In each iteration round, it proceeds on a direction along which the importances of the critical variables...
are augmented and the magnitudes of the trivial variables are shrunk until one of the following three events happens: 1) the magnitude of a trivial variable is shrunk to zero; 2) a critical variable is transferred to the trivial variable set once its magnitude is shrunk to zero; and 3) a trivial variable is transferred to the critical variable set once its importance reaches the minimum importance of the critical ones. The first two events provide the second explanation of the name “double shrinking”. The direction, step size and Lagrangian multiplier in each iteration round are determined by the Karush-Kuhn-Tucker (KKT) conditions. Such continuation technique utilizes the current solution as the “warm start” of the sparser one in the next iteration round and thus accelerates the optimization. The time complexity of each iteration round is less than $O(s_A^2 + s_B^2)$, wherein $s_A$ is the number of the critical variables and $s_B$ is the number of the trivial ones. DSA has only one free parameter.

Double shrinking can be applied to manifold learning and feature selection [43][44], and can be combined with classification [45] and clustering algorithms to boost performance. It also provides an effective scheme for other $\ell_1$ regularized optimization with equality constraints. We apply double shrinking to different machine learning tasks on image datasets of face recognition, hand-written character classification, object categorization, UCI and gene expression, and obtain promising performance. Some critical properties of double shrinking, i.e., variance-cardinality trade-off and speed, are evaluated and compared with existing sparse PCA methods and sparse coding methods, on both real datasets and artificial ones. The experimental results suggest that double shrinking provides an efficient and effective method for data compression.

The rest of the paper is organized as follows. Section 2 defines concepts used in DSM and DSA. Section 3 presents DSM and DSA and related proofs. Section 4 shows the experimental results of double shrinking for classification, clustering and feature selection. Section 5 concludes the paper.

II. DEFINITIONS

In this paper, lower-case letter denotes a vector or a constant and capital letter denotes a matrix or a set. Let $x_i$ be the $i$th entry of a vector $x$ and $X_{ij}$ be the entry that lies in the $i$th row and the $j$th column of the matrix $X$. Given an index set $S$ for a vector $x$, we define $x_S$ that satisfies $(x_S)_i = x_S$. Given a row index set $A$ and a column index set $B$ for a matrix $X$, we define $X_{AB}$ that satisfies $(X_{AB})_{ij} = X_{AB}$. We use superscripts $k$ and $\ast$ to signify a variable in the $k$th iteration round and the final solution of DSA, respectively.

DSM (1) is an $\ell_1$ regularized eigenvalue maximization with an equality constraint $x^T x = 1$, and thus it has a locally optimal solution that satisfies two KKT conditions. In this section, we first show the KKT conditions of DSM by defining the subgradient of the $\ell_1$ norm. Based on the KKT conditions, we define the importance and magnitude of a variable in $x$. Since a sparse solution $x$ is composed of zero and nonzero variables, we then correspondingly define critical and trivial variables that will be sequentially determined and updated through DSA.

A. Karush-Kuhn-Tucker conditions

We start from the KKT conditions [46] of DSM defined in (1). The lagrangian $L$ associated with (1) is

$$L(x, \eta) = x^T P x + \eta (x^T x - 1) + \mu \|x\|_1. \quad (2)$$

Thus the KKT conditions of (1) are

$$\begin{align*}
(P + \eta I)x &= -\frac{\mu}{2}\|x\|_1, \\
x^T x &= 1,
\end{align*} \quad (3)$$

where $\|x\|_1$ signifies the subgradient of $\|x\|_1$ and has the form

$$\partial \|x\|_1(x) = \begin{cases} 
\text{sign}(x_i), & x_i \neq 0; \\
\delta \in [-1, 1], & x_i = 0.
\end{cases} \quad (4)$$

According to the definition of subgradient, the $\ell_1$ norm is not differentiable at 0, and thus $\delta$ in (4) could be any real number between $-1$ and 1. If there exist a Lagrangian multiplier $\eta$ and an $x$ that satisfy (3), $x$ is at least a local optimum of DSM (1). However, it is difficult to obtain the solution $x$ and the corresponding $\eta$ from (3), because $\|x\|_1$ is unknown. The proposed DSA can sequentially determine zero variables in $x$ and update the Lagrangian multiplier $\eta$ in its path-following scheme.

B. Definitions

DSA finds sparse local solutions of DSM via dynamically selecting and updating critical and trivial variables in $x$. The final critical and trivial variables determine the nonzero and zero variables in the solution $x^\ast$, respectively. We define the importance and magnitude of a variable in $x$. They and KKT conditions together decide the updating rules for critical and trivial variables in DSA.

Definition 1: (Importance) The importance of a variable $x_i$ is defined as the absolute value of the partial derivative of $x^T P x + \eta (x^T x - 1)$ w.r.t. $x_i$. Thus the importance vector $c$ of $x$ is

$$c = |(P + \eta I)x|.$$

According to the first equation in the KKT conditions (3), on a locally optimal solution, $c$ can also be represented as

$$c = \left|\frac{\mu}{2}\|x\|_1\right|.$$

The Lagrangian of DSM (2) can be decomposed as the sum of a loss function $x^T P x + \eta (x^T x - 1)$ and its $\ell_1$ regularizarion $\mu \|x\|_1$. Hence the importance of a variable $x_i$ measures the contribution of the variable $x_i$ to the reduction of the loss function. The gradient $g$ of the loss function, is also used in the subsequent derivations,

$$g = (P + \eta I)x = -\frac{\mu}{2}\|x\|_1, \quad (7)$$

$$c = \text{sign}(g) \cdot g, \quad g = \text{sign}(g) \cdot c. \quad (8)$$
Definition 2: (Magnitude) The magnitude of a variable \( x_i \) is its absolute value. Thus the magnitude vector \( m \) of \( x \) is
\[
m = |x|.
\] (9)

We use \( A \) and \( B = A^C \) (the complement of \( A \)) to denote the index sets of critical and trivial variables in \( x \), respectively.

Definition 3: (Critical variable) A critical variable is a variable with larger importance than trivial ones and nonzero magnitude in the current iteration round:
\[
A = \{ i : c_i \geq c_j, j \in B, m_i \neq 0 \}.
\] (10)

Set \( A \) is dynamically updated throughout DSA. The final \( A^* \) in DSA is the nonzero set in the final solution \( x^* \).

In DSA, \( A \) is initialized at the beginning of the algorithm. The importances of critical variables \( c_A \) are augmented and their corresponding magnitudes \( m_A \) are kept nonzero throughout DSA. A Critical variable will be transferred to \( B \) once its magnitude shrinks to zero.

Definition 4: (Trivial variable) A trivial variable is a variable with smaller importance than critical ones in the current iteration round:
\[
B = \{ i : c_i \leq c_j, j \in A \}.
\] (11)

Set \( B \) is dynamically updated throughout DSA. The final \( B^* \) in DSA is the zero set in the final solution \( x^* \).

In DSA, \( B \) is initialized at the beginning of the algorithm. The magnitudes of trivial variables \( m_B \) are shrunk throughout DSA until reaching zeros. A trivial variable will be transferred to \( A \) once its importance reaches the minimum importance in \( c_A \).

III. DOUBLE SHRINKING ALGORITHM

In this section, we develop DSA to optimize DSM. DSA is a path-following algorithm that finds the locally optimal solutions to a sequence of DSM (1) with the tradeoff parameter \( \mu \) increasing from small to large. This \( \mu \) controls the sparsity of the learned model. Each point on the solution path is a "warm start" for searching the subsequent sparser solution.

DSA starts from the initial solution \( x \), the critical variable set \( A \) and the trivial variable set \( B \). In each iteration round of DSA, the KKT conditions of the current and subsequent locally optimal solutions determine the directions of \( x_A \) and \( x_B \). Afterward, the corresponding step size \( \alpha \) is determined by three events. Occurrence of either event will violate the definition of \( A \) or \( B \). Thus the optimization should be paused immediately and then both \( A \) and \( B \) will be modified accordingly. Finally, the locally optimal solution \( x \), the \( \ell_4 \) regularization weight \( \mu \) and the Lagrangian multiplier \( \eta \) are updated. DSA stops when \( x \) reaches preferred sparsity.

A. Initialization

The solution \( x \), the critical variable set \( A \) and the trivial variable set \( B \) are initialized at the beginning of DSA. The initial \( x \) must satisfy the KKT conditions (3) with a certain weight \( \mu \). The initial sets \( A^0 \) and \( B^0 \) are preferred to be close to the final nonzero and zero variable sets respectively, and thus many iteration rounds can be saved.

In this paper, we select the initial solution \( x^0 \) as the dense solution of (1) by setting \( \mu = 0 \), i.e., the eigenvector of \( P \) associated with the smallest eigenvalue. Let the target sparse solution \( x^* \) has \( s \leq p \) nonzero variables. The initial critical variable set \( A^0 \) is set as the variables with the first \( s \) largest importances in \( c^0 \), and \( B^0 = (A^0)^C \). There will be no difference to set \( A^0 \) as the variables with the first \( s \) largest importances in \( m^0 \) and \( B^0 = (A^0)^C \). That is because
\[
\eta^0 = |P x^0|, m^0 = |x^0|, P x^0 = \lambda x^0,
\] (12)
where \( \lambda \) is the corresponding eigenvalue. Thus, we have
\[
\eta^0 = \lambda m^0.
\] (13)

Thus the order of variable importances in \( \eta^0 \) is the same as the order of variable importances in \( m^0 \). According to (10) and (3), the initial Lagrangian multiplier \( \eta^0 = -\lambda \) and the initial tradeoff \( \mu^0 = 0 \).

B. Direction

In the \( k \)th iteration round, DSA starts from the current solution \( x^k \), proceeds along a direction \( \nabla x \) with a particular step size \( \alpha \), and fetches a sparser locally optimal solution \( x^{k+1} \) satisfying the KKT conditions of DSM (3) with \( \mu = \mu^{k+1} \). In this subsection, we apply the KKT conditions and the definitions of critical/trivial variables to obtain a state transformation equation that reveals how importances and magnitudes of variables in \( x \) change between \( x^k \) and \( x^{k+1} \). Thus the equation leads to the computation of the direction.

According to (3), \( x^k \) satisfies the KKT conditions
\[
\partial \ell_4 : \begin{cases} (P + \eta^k I) x^k = -\frac{\eta^k}{2} \partial \|x^k\|_1 \\ x^k^T x^k = 1. \end{cases}
\] (14)

Consider the subgradient of \( \ell_4 \) norm given in (4), \( \partial \|x^k\|_1 \), will keep the same until arbitrary variables in \( x^k \) change their signs. However, the updating rule in DSA find the next solution on the path once a variable becoming zero and thus avoid the change of solution signs before the update of variable set. In particular, since events 1) and 2) in the step size computation (presented in Section 3.3) will pause the current iteration round once the magnitude of a variable is shrunk to zero, the signs of positive/negative variables in \( x^k \) will not be inverted in \( x^{k+1} \) (note positive/negative variables are permitted to turn to zeros). According to (4), we have
\[
\partial \|x^k\|_1 = \partial \|x^{k+1}\|_1.
\] (15)

However, it is worth noting that after the update of variable sets, the zero variables are allowed to alter to positive/negative values in the next iterate, hence the sign vectors of the solutions on the path can be changed in DSA. In summary, the inverting of variable sign are not direct in DSA and needs a pause on a intermediate state, i.e., zero. And a sparse solution is obtained when reaching such intermediate state. Since \( x^k \) and \( x^{k+1} \) are sequel sparse
solutions on their associated intermediate states, we can derive (15). Therefore,
\[ \mathbb{R}^{k+1} - \mathbb{R}^k : \left\{ \begin{array}{l}
(P + \eta^k I) \Delta x = -\Delta \mu \|x^k\|_1, \\
x^T \Delta x = 0,
\end{array} \right. \]
(16)
where \( \Delta x = x^{k+1} - x^k \), \( \Delta \eta = \eta^{k+1} - \eta^k \) and \( \Delta \mu = \mu^{k+1} - \mu^k \).

We ignore two small quantities of the second order \( \Delta \eta \Delta x \) and \( \Delta x^T \Delta x \) in calculating \( \mathbb{R}^{k+1} - \mathbb{R}^k \). The first equation of (16) can be decomposed by \( A \) and \( B \) into
\[ \left( \begin{array}{cc}
Q_A^k & Q_B^k \\
Q_A^k & Q_B^k
\end{array} \right) \left( \begin{array}{c}
\Delta x_A \\
\Delta x_B
\end{array} \right) = - \left( \begin{array}{c}
\Delta \mu \|x^k\|_1/2 \\
\Delta \mu \|x^k\|_1/2
\end{array} \right) - \Delta \eta \left( \begin{array}{c}
x_A^k \\
x_B^k
\end{array} \right), \]
(17)
where \( Q^k = P + \eta^k I \) and \( \Delta \eta = \eta^{k+1} - \eta^k \). The last equivalence is due to (7). We compute the direction \( \nabla x \) by solving \( \Delta x \) from (17).

The following theorem determines \( \Delta x_B \) and \( \Delta g_A \) appeared in (17).

Theorem 1: If \( x^k \) and \( x^{k+1} \) are two consecutive solutions in DSA that satisfy the KKT conditions of DSM (3) with \( \mu = \mu^k \) and \( \mu = \mu^{k+1} \), respectively, the corresponding \( \Delta g_A \) and \( \Delta x_B \) are
\[ \Delta g_A = \Delta \mu / 2 \cdot \text{sign} \left( g_A^k \right) = \Delta c_A \cdot \text{sign} \left( g_A^k \right), \]
(18)
\[ \Delta x_B = -t \cdot \text{sign} \left( x_B^k \right) = \Delta m_B \cdot \text{sign} \left( x_B^k \right), \]
(19)
where \( \Delta c = c^{k+1} - c^k \), \( \Delta m = m^{k+1} - m^k \), and \( t \) is a constant.

Proof: When the event 2) in the step size criteria (see Section 3.3) happens, i.e., the magnitude of a critical variable is shrunk to zero, DSA will stop at the current iteration round and this variable with zero magnitude will be transited from \( A \) to \( B \). This ensures that all the critical variables are nonzero in DSA. According to definitions of \( g \) in (7) and the subgradient of \( \|x\|_1 \) in (4), we have
\[ \begin{align*}
\bar{g}_A^k &= \mu^k \partial \|x_A^k\|_1/2 = \mu^k / 2 \cdot \text{sign} \left( x_A^k \right), \\
\bar{g}_A^k &= \Delta \mu / 2 \cdot \text{sign} \left( x_A^k \right). 
\end{align*} \]
(20)
(21)
The \( \ell_1 \) regularization weight \( \mu \) is increasing throughout DSA to pursue solutions from dense to sparse, so \( \Delta \mu > 0 \). By combining (8), (20) and (21), we obtain
\[ \Delta c_A = |\bar{g}_A^k + \Delta g_A| = |\bar{g}_A^k| = \Delta \mu / 2. \]
(22)
Thus the importances of critical variables in \( A \) are equally augmented in DSA. This completes the proof of (18).

In DSA, the \( \ell_1 \) norm \( \|x\|_1 \) is decreased along the gradient decent direction of the trivial variables in \( B \). According to (4), the negative partial derivative of \( \|x\|_1 \) w.r.t. a nonzero variable \( x_i \) is \( -\text{sign}(x_i) \). Thus \( \Delta x_B \) in DSA is
\[ \Delta x_B = -t \cdot \text{sign} \left( x_B^k \right). \]
(23)
Due to the definition of magnitude in (9), we have
\[ \Delta m_B = -t. \]
(24)
This completes the proof of (19).

Theorem 1 indicates that in each iteration round, the importances of critical variables in \( A \) are equally augmented, while magnitudes of trivial variables in \( B \) are equally shrunk. This is consistent with the definition of critical and trivial variables in Section 2.2.

In order to simplify the future derivation, we use \( a, a_1 \) and \( a_2 \) to represent \( \mu, \eta \) and \( t \), and thus we have:
\[ \begin{align*}
a &= \Delta \mu / 2, \\
a_1 &= t, \\
a_2 &= \Delta \eta. 
\end{align*} \]
(25)
By submitting (18), (19) and (25) into (17), we can obtain the state transformation equation
\[ \left( \begin{array}{cc}
Q_A^k & Q_B^k \\
Q_A^k & Q_B^k
\end{array} \right) \left( \begin{array}{c}
\Delta x_A \\
\Delta x_B
\end{array} \right) = - \left( \begin{array}{c}
\Delta \mu / 2 \cdot \text{sign} \left( x_A^k \right) \\
\Delta \mu / 2 \cdot \text{sign} \left( x_B^k \right)
\end{array} \right). \]
(26)
Both \( \Delta x_A \) and \( \Delta g_B \) in (17) are determined by solving the state transformation equation (26).

We decompose the state transformation equation (26) into the following two equations:
\[ \begin{align*}
Q_A^k \Delta x_A - a_1 a Q_{AB}^k \text{sign} \left( x_B^k \right) &= - a \cdot \text{sign} \left( x_A^k \right) - a_2 x_A^k, \\
Q_{AB}^k \Delta x_A - a_1 a Q_{BB}^k \text{sign} \left( x_B^k \right) &= - \Delta g_B - a_2 x_B^k.
\end{align*} \]
(27)
Both \( \Delta x_A \) and \( \Delta g_B \) can then be obtained by solving the above two equations. We summarize the obtained \( \Delta x_A, \Delta g_A, \Delta x_B \) and \( \Delta g_B \):
\[ \begin{align*}
\begin{cases}
\Delta x_A &= - a \left( \begin{array}{c}
Q_A^k \end{array} \right)^{-1} \text{sign} \left( x_A^k \right) + a_2 x_A^k - a_1 Q_{AB}^k \text{sign} \left( x_B^k \right), \\
\Delta g_A &= a \cdot \text{sign} \left( x_A^k \right), \\
\Delta x_B &= - a_1 a \text{sign} \left( x_B^k \right), \\
\Delta g_B &= - a \left( \begin{array}{c}
Q_{AB}^k \end{array} \right)^{-1} \text{sign} \left( x_B^k \right)
\end{cases}
\end{align*} \]
(28)
(29)
(30)
(31)
(32)
The above results reveal the changes of variable importances and magnitudes between two consecutively obtained solutions in DSA. However, there still exist three unknown constants \( a, a_1 \) and \( a_2 \) in (29)-(32).

This \( a \) is a multiplier shared by \( \Delta x_A, \Delta g_A, \Delta x_B \) and \( \Delta g_B \), and thus we define \( a \) as the step size of DSA and the corresponding direction vectors are
\[ \begin{align*}
\Delta x_A &= a \nabla x_A, \\
\Delta g_A &= a \nabla g_A, \\
\Delta x_B &= a \nabla x_B, \\
\Delta g_B &= a \nabla g_B.
\end{align*} \]
(33)
(34)
where the direction vectors \( \nabla x_A, \nabla g_A, \nabla x_B \) and \( \nabla g_B \) are
\[ \begin{align*}
\nabla x_A &= - \left( \begin{array}{c}
Q_A^k \end{array} \right)^{-1} \text{sign} \left( x_A^k \right) + a_2 x_A^k - a_1 Q_{AB}^k \text{sign} \left( x_B^k \right), \\
\nabla g_A &= \text{sign} \left( x_A^k \right), \\
\nabla x_B &= - a_1 a \text{sign} \left( x_B^k \right), \\
\nabla g_B &= - \left( \begin{array}{c}
Q_{AB}^k \end{array} \right)^{-1} \text{sign} \left( x_B^k \right)
\end{align*} \]
(35)
(36)
(37)
(38)
The step size $a$ is determined by the step size criteria in Section 3.3.

In order to calculate the directions in (35)-(38), it is necessary to further determine $a_1$ and $a_2$. This $a_1$ is the only predefined algorithm parameter. We derive $a_2$ to ensure the second equation in KKT conditions (3), i.e., the equality constraint $x^T x = 1$. Since the initial $x^0$ satisfies $\|x^0\|_2 = 1$, $a_2$ can be derived from the second equation $x^k \Delta x = 0$ in (16):

$$
x^k \Delta x = x^k A \Delta x_A - a_1 x^k B \operatorname{sign} (x^k_B) = x^k A \Delta x_A - a_1 a \|x^k_B\|_1 = 0.
$$

By substituting (29) into (39), we have

$$
x^k A (Q^k A)^{-1} (\operatorname{sign} (x^k_A) + a_2 x^k_A - a_1 Q^k A_B \operatorname{sign} (x^k_B)) + a_1 \|x^k_B\|_1 = 0.
$$

Thus $a_2$ is obtained by solving (40):

$$
a_2 = a_1 \left( \frac{\|x^k_B\|_1 + x^k A (Q^k A)^{-1} Q^k A_B \operatorname{sign} (x^k_B)}{x^k A (Q^k A)^{-1} x^k_A} \right)
\frac{x^k A (Q^k A)^{-1} \operatorname{sign} (x^k_A)}{x^k A (Q^k A)^{-1} x^k_A}.
$$

Since $a_2$ defined in (41) is a necessary and sufficient condition of (39), the second equation $x^T x = 1$ in KKT conditions (3) and the second equation $x^k \Delta x = 0$ in (14) are both satisfied throughout DSA. The direction $\nabla x$ is then obtained by substituting $a_2$ (41) into (35) and (37).

C. Step size and update of $A$, $B$

One appealing property of DSA is that the step size $a$ of each iteration round can be adaptively determined by the following step size criteria without any expensive computations such as the line search method. The variable sets $A$ and $B$ are automatically updated in the computation of $a$.

According to the derivation of direction in Section 3.2 and the definition of critical/trivial variables in Section 2.2, in each iteration round, DSA proceeds along the directions (35)-(38) until one of the following two criteria are violated:

• the sign of each variable in $x$ does not change;
• the importance of each trivial variable in $B$ is less than the importance of any critical variable in $A$.

The violations of the above two criteria result in the following three events. Thus the iteration round will pause immediately when one of the following three events happens.

1) The magnitude of a trivial variable is shrunk to zero, i.e.,

$$
x^{k+1}_j = x^{k}_j + a \nabla x_j = 0, \quad i \in B
$$

Thus the minimum step size that makes event 1) happen is

$$
a(1) = \min_{i \in B} \frac{x^{k}_i}{\nabla x_i}.
$$

where $a(1)$ is positive, and $\nabla x_i$ is defined in (37).

2) The magnitude of a critical variable is shrunk to zero, i.e.,

$$
x^{k+1}_i = x^{k}_i + a \nabla x_i = 0, \quad i \notin A
$$

Thus the minimum step size that makes event 2) happen is

$$
a(2) = \min_{i \in A} \frac{x^{k}_i}{\nabla x_i}
$$

where $a(2)$ is positive, and $\nabla x_i$ is defined in (35). Since the magnitude of each critical variable in $A$ is nonzero throughout DSA, the critical variable $x_i$ will be transferred to the trivial variable set $B$ once the event 2) happens and it is directly shrunk to zero.

3) The importance of a nonzero trivial variable reaches the minimum importance of the critical ones, i.e.,

$$
x^{k+1}_j = \min_{i \in A} c^{k+1}_i = \min_{i \in A} c^{k}_i + a, \quad j \in B.
$$

Since the trivial variable $x^{k+1}_j$ is nonzero, according to the definitions of the gradient $g$ in (7) and the subgradient of $\|x\|_1$ in (4), we have

$$
\nabla g_j^l = \operatorname{sign} (x^{k+1}_j) \cdot c^{k+1}_j
$$

By substituting (46) into (47), since $g_j^{k+1} = g_j^k + a \nabla g_j$, we have

$$
\operatorname{sign} (x^{k+1}_j) \cdot \left( \min_{i \in A} c^{k}_i + a \right) = g^{k+1}_j + a \nabla g_j.
$$

Thus the minimum step size that makes event 3) happen is

$$
a(3) = \min_{j \in B} \frac{\operatorname{sign} (x^{k+1}_j) \cdot \min_{i \in A} c^{k}_i - g^{k}_j}{\nabla g_j - \operatorname{sign} (x^{k+1}_j)}.
$$

where $a(3)$ is positive, and $\nabla g_j$ is defined in (38). Since the importance of each trivial variable in $B$ is less than the minimum importance of the critical variables in $A$, the trivial variable $x_j$ will be transferred to the critical variable set $A$ once the event 3) happens.

Therefore the step size $a$ is determined by

$$
a = \min \{ a(1), a(2), a(3) \}
$$

D. Update of $x$, $\mu$ and $\eta$

Given the directions $\nabla x_A$, $\nabla x_B$ and the step size $a$, the solution $x^{k+1}$ is

$$
\begin{cases}
x^{k+1}_A = x^{k}_A + a \nabla x_A \\
x^{k+1}_B = x^{k}_B + a \nabla x_B
\end{cases}
$$

where the step size $a$ is obtained from (43)(45)(49)(50), directions $\nabla x_A$ and $\nabla x_B$ are calculated according to (35) and (37), respectively.

At the end of each iteration round, $\eta$ is updated for the computation of $Q = (P + \eta I)$ of the next iteration round. According to the KKT conditions (3), we have

$$
(P + \eta I) x = -\frac{\mu}{2} \|x\|_1.
$$
By multiplying $x^T$ to both sides of (52) simultaneously, we have

$$x^T (P + \eta I) x = x^T P x + \eta = -\frac{\mu}{2} \|x\|_1.$$  \hfill (53)

Thus $\eta$ is updated according to

$$\eta^{k+1} = -x^{k+1}^T P x^{k+1 - \frac{\mu^{k+1}}{2} \|x^{k+1}\|_1},$$  \hfill (54)

where $\mu^{k+1}/2$ is updated according to (25):

$$\frac{\mu^{k+1}}{2} = \frac{\mu^k}{2} + \frac{\Delta \mu}{2} = \frac{\mu^k}{2} + a.$$  \hfill (55)

E. Algorithm

DSA builds a solution path for DSM from the dense solution to sparse ones. The stopping criterion of DSA is defined as:

$$\text{cardinality}(x) \leq s,$$  \hfill (56)

where $s$ is the target cardinality of the final sparse solution $x^*$.

**Algorithm 1** Double shrinking Algorithm (DSA)

**Input:** $P$, $s$, $a_1$, $x^0$, $A^0$, $B^0$.

**Output:** The solution $x^*$.

**Initialize:** $x := x^0$, $A := A^0$, $B := B^0$, $\eta := -\lambda$, $\mu := 0$, $k := 1$.

**repeat**

1. Calculate the direction $\nabla x$ via calculating $\nabla E$, $\nabla g_A$, $\nabla g_B$ and $\nabla g_B$ by (37), (36), (41), (35) and (38), respectively.

2. Calculate the step size $a$ by (43), (45), (49) and (50). Update $A$ and $B$ when event 2 or 3 happens.

3. Update $x^{k+1} = x^k + a \cdot \nabla x$, $\eta^{k+1}$ by (50) and $Q^{k+1} = (P + \eta^{k+1} I)$.

4. $k := k + 1$.

**until** cardinality$(x^k) \leq s$.

**return** $x^* = x^k$.

Algorithm 1 shows how to obtain a sparse solution $x$ of DSM by DSA. However, in practice, a sparse projection matrix or a sparse representation of more than one dimensionality is preferred. A sparse matrix $X = [X_1; X_2; \cdots; X_d]$ for DSM can be obtained by utilizing a sequence of DSAs. Before the $(i+1)^{th}$ DSA, we update $P$ as the residual $P := P - (X_i^T P X_i) \cdot X_i X_i^T$. The initial solution $x^0$ for the $(i+1)^{th}$ DSA algorithm can be computed as the first eigenvector of the updated $P$. Algorithm 2 shows how to use DSA to obtain $d$ sparse vectors. The update of $P$ in sparse PCA has been broadly studied in previous literatures [47] as “deflation methods”. We adopt the most commonly used deflation method in Algorithm 2. Please refer to [47] for the detailed introduction of other deflation methods.

**Algorithm 2** DSA for $d$ sparse vectors

**Input:** $P$, $s$, $a_1$.

**Output:** The sparse matrix $X$.

**for** $i = 1$ to $d$ **do**

1. $x := x^0$, the first eigenvector of $P$.

2. Conduct DSA, and obtain the solution $x^*$.

3. Update $X := [X; x^*]$.

4. Update $P := P - (x^* x^T P x^*) \cdot x^* x^T$.

**end for**

**return** $X$.

F. Analyses and Proofs

We theoretically analyze some crucial properties of DSA. The corresponding proofs suggest that DSA converges to at least a local minimum of DSM (3) with preferred sparsity in a small number of iteration rounds. The time complexity of each iteration round in DSM is not more than $O(s_A^3 + s_B^2)$ and is possible to be further reduced. We also analyze the influence of the unique parameter $a_1$ to the convergence of DSM.

DSA is derived from the DSM with an $\ell_1$ penalty weight $\mu^k$.

**Theorem 2:** (Convergence) In DSM, the solution of its $k^{th}$ iteration round $x^k$ satisfies the KKT conditions (3) of the DSM (1) with an $\ell_1$ penalty weight $\mu^k$.

**Proof:** The solution of the first iteration round is the dense solution $x^0$, which is an eigenvalue of $P$, and thus we have

$$\begin{cases} P x^0 = \lambda x^0, \\
   x^0 x^T x^0 = 1. \end{cases}$$  \hfill (57)

Equation (58) can be written as

$$\begin{cases} P - \lambda x^0 x^0 = -\frac{\mu^k}{2} \|x\|_1, \\
   x^0 x^T x^0 = 1. \end{cases}$$  \hfill (58)

Refer to (3), the initial $x^0$ satisfies the KKT conditions of DSM with an $\ell_1$ penalty weight $\mu^k = 0$. Without loss of generality, the solution of the first iteration round can be set as any $x$ that satisfies the KKT conditions of DSM (1) with an arbitrary penalty weight $\mu^k$.

Assume the solution of the $k^{th}$ iteration round $x^k$ satisfies the KKT conditions of DSM (1) with an $\ell_1$ regularization weight $\mu^k$, i.e.,

$$\begin{cases} P + \eta^k I \end{cases} x^k = -\frac{\mu^k}{2} \|x^k\|_1,$$

$$x^k x^T x^k = 1.$$  \hfill (59)

We initially consider the first equation in the KKT conditions (3). The state transform equation (26) is satisfied when $\Delta x_A$ and $\Delta x_B$ are obtained according to (29) and (32), respectively. Equation (26) derives (17). Since (17) is an equal decomposition of (16), (16) is automatically

1The number of iteration rounds is the number of occurrences of the three events in Section 3.3. The first two events happens $p - s$ times, and the occurrences of event 3) are much less than that of the first two events.
satisfied. Since the step size $a$ ensures that the sign vector
of $x$ keeps unchanged inside each iteration round (may
change between two consecutive iteration rounds), we have
$\partial \|x^k\|_1 = \partial \|x^{k+1}\|_1$. Thus the first equation in (16) can be
rewritten as
\[
(P + \eta \Delta I) (x^{k+1} - x^k) = -\Delta \eta x^k - \frac{\mu k}{2} \partial \|x^{k+1}\|_1 + \frac{\mu k}{2} \partial \|x^k\|_1
\]
\[
= -\Delta \eta (x^k + \Delta x) - \frac{\mu k + 1}{2} \partial \|x^{k+1}\|_1 + \frac{\mu k}{2} \partial \|x^k\|_1
\]
\[
= -\Delta \eta x^{k+1} - \frac{\mu k + 1}{2} \partial \|x^{k+1}\|_1 + \frac{\mu k}{2} \partial \|x^k\|_1.
\]
(60)

By combining the first equation of (59) and (60), we arrive at
\[
(P + \eta \Delta I) x^{k+1} = -\frac{\mu k + 1}{2} \partial \|x^{k+1}\|_1.
\]
(61)

But the first equation in the KKT conditions (3) is satisfied.

We then consider the second equation in the KKT
conditions (3). By substituting $a_2$ defined in (41) into $\Delta x_A$ in
(29), we have
\[
x^{k+1} \Delta x = x^k T \Delta x_A + x_2^{k+1} T \Delta x_B = 0.
\]
(62)

By combining the first equation of (59) and (62), we arrive at
\[
x^{k+1} T x^{k+1} = 1.
\]
(63)

Thus (61) and (63) compose the KKT conditions of DSM
(1) with an $\ell_1$ regularization weight $\mu k + 1$, and they are satisfied
when $x = x^{k+1}$. According to the above analyses, we conclude that the solution of the $k$th iteration $x^k$ approximately satisfies the KKT conditions (3) of DSM
with an $\ell_1$ penalty weight $\mu k$ in DSA. This completes the
proof.

In DSA, the only predefined algorithm parameter is
$a_1$. Inappropriate selection of $a_1$ increases the number of
iteration rounds for the rectification of the critical and
variable. However, different choice of $a_1$ will not influence
the convergence to local optimums because Theorem 2 is
independent of $a_1$.

The time complexity of each iteration round in DSA is
determined by the cardinality of the critical variable set $A$
in this iteration round. Theorem 3 shows the time complexity
of DSA.

Theorem 3: (Complexity) The time complexity of each
iteration round of DSA is no more than $O(s_A^3 + s_B^2)$,
wherein $s_A$ and $s_B$ are the cardinalities of $A$ and $B$
respectively in this iteration round.

Proof: In each iteration round of DSA, the directions
$\nabla_x x$, $\nabla g_A$, $\nabla g_B$, $\nabla x_A$ and $\nabla g_B$ are calculated according to
(37), (36), (41), (35) and (38), respectively. The step size $a$
is calculated by using (43), (45), (49) and (50). Both $x^{k+1}$
and $x^{k+1}$ are updated by using (51) and (54), respectively.
The main computational costs of these operations are the
matrix inverse calculation $(Q_{AA}^{-1})$ in (35) with complexity
$O(s_A^3)$ and the matrix multiplication $Q_{BB}^{-1} \nabla x (x_k)$ in
(38) with complexity $O(s_B^2)$. Thus, the time complexity
of each iteration round is $O(s_A^3 + s_B^2)$, wherein $s_A$
and $s_B$ are the cardinalities of $A$ and $B$ respectively in this
iteration round. This completes the proof.

It is possible to further reduce the time complexity of
each iteration round by accelerating the matrix inverse
computation. In particular, $(Q_{AA}^{-1})$ can be updated from
$(Q_{AA}^{-1})$ approximately. If $\Delta \eta$ is small compared with
$\eta A$ and $I$, according to [48], we have
\[
(Q_{AA}^{-1}) = (Q_{AA} + \Delta \eta I)^{-1}
\]
\[
\simeq (Q_{AA}^{-1} - \Delta \eta (Q_{AA}^{-1})(Q_{AA}^{-1})^{-1}.
\]
(64)

If $A$ is not updated at the end of the $k$th iteration round,
then $(Q_{AA}^{-1})$ can be updated from $(Q_{AA}^{-1})$ according to
(64). If one variable $x_i$ is removed from $A$ at the end of
the $k$th iteration, assume the updated $A$ is $A^*$, it is still
possible to update $(Q_{AA}^{-1})$ from $(Q_{AA}^{-1})$ by using
the block matrix inverse [49]. The above analyses show
preliminary results on the acceleration.

IV. EXPERIMENTS

In this section, we show double shrinking can benefit
several machine learning tasks including classification,
nonlinear manifold learning, clustering and feature selection.
Experiments are conducted on different kinds of datasets,
such as face datasets [50][51][52][53][15], COIL-20 object
dataset [54], UCI machine learning repository [55], Pitprops
data [56] and gene expression data [57][58]. Double shrinking is applied to classification and feature selection
experiments for producing sparse projection matrix, while
it is employed to derive sparse low dimensional repre-
sentations in nonlinear manifold learning and clustering
experiments. We show that the obtained sparse solutions
perform competitively compared against the corresponding
dense solutions. We also compare double shrinking against
existing sparse PCA solvers [37][42][40][38][41] on Pitprops
data, gene expression data and artificial data. The experimen-
tal results demonstrate that double shrinking is able to
produce better solution with less time cost. We
implement all the algorithms in MatLab and run all the
experiments on a 3.0GHz Intel Xeon processor with 32GB
main memory under Windows XP. In DSA, the only free
parameter $a_1 = 0.4$ is fixed in all experiments.

A. Image classification

Double shrinking can obtain proper representations of
data samples and thus benefit the subsequent classification.
We evaluate double shrinking by testing the classification
performance of the sparse projection matrix obtained by
DSA on 4 human face datasets, including FERET [50],
UMIST [52], YALE [51], and ORL [53].

The FERET dataset consists of 13, 539 face images from
1, 565 individuals. The images vary in size, gender, pose,
illumination, facial expression and age. In our experiment,
we randomly select 100 individuals, each of which has
7 images, 5 of which are randomly chosen for training.
and the rest for test. There are 565 face images from 20 individuals in the UMIST dataset. The samples change in race, gender, pose and appearance. We randomly choose 7 images of each individual for training and the rest for test. The YALE dataset contains 165 face images of 15 individuals. Lighting conditions, gender, facial expressions and configurations are different among these images. The ORL dataset includes 400 face images from 10 individuals. The images were taken at different times, varying the lighting, facial expressions and facial details.

Three linear dimension reduction methods, i.e., principal component analysis (PCA) [11], linear discriminant analysis (LDA) [13], neighborhood preserving embedding (NPE) [21] and their double shrinking versions, i.e., DS-PCA, DS-LDA, are compared on both datasets. For DS-PCA, \( P \) is the negative covariance matrix \( -X^T X \). For DS-LDA, \( P \) is \( -[S_W S_B + (S_W S_B)^T]/2 \), wherein \( S_W \) is within-class scatter matrix, \( S_B \) is between-class scatter matrix, and \( S^\dagger \) denotes the Moore-Penrose matrix inverse.

In each experiment, we initially obtain the dense projection matrix from a linear dimension reduction method and a corresponding 66% sparse projection matrix (2/3 entries are zeros) from its double shrinking version. Then the test data is projected onto these two low dimensional subspaces defined by the two projection matrices, respectively. Finally, the nearest neighbor classifier is used for classification.

Fig. 1-Fig. 4 show the classification performance of these 3 linear dimension reduction methods and their corresponding double shrinking versions on the 4 datasets, respectively. All the figures show the recognition rates of double shrinking versions are comparable to the corresponding linear dimension reduction methods on each dataset. This observation indicates that a very sparse projection matrix obtained by using DSA includes sufficient discriminative information with much less storage requirements (1/3 of the dense one’s in the experiments).

For human face classification experiments, In each plot below the performance evaluation curves, we show the first 10 projection vectors of a linear dimension reduction method and the first 10 projection vectors of its double shrinking version. Comparing against the dense ones, although the sparse projection vectors are blank at most areas, the important biological features, e.g., eyebrows, eyes, nose, mouth, mustache and profile, are usually selected for subsequent classification. Since these selected features have clear physical meanings, the sparse projection vectors can provide an explicit interpretation to the new coordinate. Therefore, by building a sparse projection matrix, double shrinking provides a more efficient strategy to compress the useful information for subsequent classification and a more explicit interpretation to the obtained subspace than the conventional linear dimension reduction algorithms.

B. Nonlinear manifold learning on images

Nonlinear manifold learning remains the manifold structure of the high dimensional data in its low dimensional representations. In order to explore the advantages of double shrinking for nonlinear manifold learning, we design two experiments based on the double shrinking versions of ISOMAP [15] and LLE [14]. In each experiment, the matrix \( P \) is calculated according to [18]. Then DSA is applied to the given data for producing a sparse low dimensional representation.

We run the double shrinking version of ISOMAP (DS-ISOMAP) on the face dataset used in [15]. ISOMAP preserves global geodesic distances of all sample pairs. The face dataset is composed of 698 images of size 64 \( \times \) 64 with different poses and light directions. In Fig 5, the two dimensional embedding of the face data obtained via DS-ISOMAP is presented with the neighborhood graph of the original data. The short distance between connected samples indicates that the neighborhood structure of the original data is well preserved in the two dimensional embedding. Because of the sparsity obtained by using double shrinking, 50% of the samples are projected onto the two axes in their low dimensional representations. The sample images on the two axes exhibited in Fig 5 imply that DS-ISOMAP entirely recovers the intrinsic geometric structure of the face data. For instance, the samples on \( X \) axis encode the poses from top-left to bottom-right with smoothing changing illumination. Thus the global geometric structure of the original data is well preserved. Note that the original ISOMAP results assign left-right pose change to the \( X \) axis, which is an obvious difference produced by dense representation. Therefore, double shrinking can find the intrinsic dimension of the data with favor of sparsity and inherit advantages from the used nonlinear manifold learning method.

We run the double shrinking version of LLE (DS-LLE) on a subset of COIL-20 [54], including two objects duck and cat. Therefore, the intrinsic dimension of the subset is two and we can embed the samples in a two dimensional
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C. Image clustering

We apply DSA to PCA and obtain sparse low dimensional representations of given data for k-means [59] based clustering. The matrix $P$ is $-XX^T$. The clustering results of PCA and DS-PCA are compared with each other in subspaces of different dimensions by using three different evaluation metrics, including sum of squares, accuracy and the normalized mutual information. Sum-of-squares adds the square deviation of each sample from its cluster center. Smaller sum-of-squares implies better clustering perfor-
We test the performance of DSA for solving sparse PCA and selecting critical features from a collection of high dimensional data. In this experiment, the matrix $P$ is $-X^TX$. We compare the explained variance of DSA and popular existing sparse PCA algorithms, i.e., Sparse PCA [37], Greedy SPCA [42], Path SPCA [40], sPCA-rSVD [38] and SPC [41] on different cardinalities. We do not include DSPCA [39] in our experiments, because it relaxes the sparse PCA problem to an SDP problem and thus has an expensive computational complexity of $O(n^3)$ per iteration round. We choose to use Path SPCA [40], because it is a faster alternative of DSPCA.

We use the explained variance as the evaluation criterion of the obtained sparse loading vectors. When only one sparse loading vector $v$ is considered, the variance explained by the corresponding component $Xv$ is

$$Var(v) = v^T X^TXv.$$  \hfill \text{(65)}

When the obtained sparse loading vectors are more than one, for example, $V$ including $k$ sparse loading vectors, the corresponding components are possibly to be correlated. Thus, summing up the variance explained individually by each of the components overestimates the variance explained by all the components. In this case, we use the QR decomposition of the first $k$ sparse PCs $XV = QR$, and define the variance explained by the $k$ corresponding components $XV$ as

$$Var(V) = \sum_{i=1}^{k} R_{i,i}^2.$$  \hfill \text{(66)}

The proportion of the explained variance is defined as $Var(V)/Var(V^*)$, wherein $V^*$ is the first $k$ loading vectors obtained by the classical PCA.

We compare DSA with other sparse PCA algorithms on two gene expression data sets, i.e., Colon cancer [57] and Lymphoma [58]. On both datasets, we consider the 500 genes with largest variance. For each sparse PCA method except SPC, the solution path of the first sparse
loading vector (including 500 solutions) is computed. For SPC, because it adjusts the cardinality of the solution by tuning the parameter in the $\ell_1$ constraint, the whole solution path is difficult to obtain. Thus we compute 10 sparse solutions with different cardinalities by adjusting the parameter $c_2$ of constraint $\|v\|_1 \leq c_2$ within the range $[1, \sqrt{500}]$. We show their variance vs. cardinality trade-off curves in Fig 8, together with the corresponding computation time. Note that SPC computes 10 sparse solutions in the shown computation time, while each of the other method computes 500 solutions to build the whole solution path. The curves demonstrate that comparing with other sparse PCA algorithms, DSA can obtain sparse solution with comparable variance in much less CPU seconds on different cardinalities.

We compare the scalability of DSA with other sparse PCA solvers on two artificial datasets, including a $100 \times 100$ Gaussian random matrix and a $500 \times 500$ Gaussian random matrix. The variance-cardinality trade-off curves of different methods and the corresponding time costs are shown in Fig 9. We also compute 10 solutions in each of SPC experiments and show the total time cost for obtaining the 10 solutions. The results imply that Greedy SPCA, Path SPCA and DSA have comparable performance on the explained variance of the obtained sparse loading vectors, while the explained variances of the sparse loading vector obtained by SPCA and SPC are smaller. Double shrinking has the lowest time cost among all the algorithms. In addition, the CPU seconds of DSA increase slowly with the increasing data size compared with the other solvers. This observation is consistent with the time complexity analysis of DSA. The appealing scalability of DSA suggests its priority in solving large scale problems.

V. CONCLUSION

This paper proposed double shrinking for sparse dimension reduction [62] of image data. Different from existing dimension reduction methods, double shrinking compresses data by simultaneously shrinking both dimensionality and cardinality. It improves the low dimensional representation by exploiting the promising properties of sparsity, which has been successfully applied to problems in signal processing and statistics. Double shrinking model (DSM) is an $\ell_1$ penalized eigenvalue maximization/minimization with an unitary constraint. It consists of manifold embedding and the $\ell_1$ norm penalty to shrink the data dimensionality and cardinality, respectively.

We then developed double shrinking algorithm (DSA) to optimize DSM. DSA is a path-following algorithm that
by Australian Research Council Discovery Project with number DP-120103730.
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